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Abstract
The computational theory of mind construes the mind as an information-processor and cognitive capacities as essentially representational capacities. Proponents of the view (hereafter, ‘computationalists’) claim a central role for representational content in computational models of these capacities. In this paper I argue that the standard view of the role of representational content in computational models is mistaken; I argue that representational content is to be understood as a gloss on the computational characterization of a cognitive process.
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1. Representational content in computational models—the standard view
The notion of an ‘information processor’ is given a precise meaning in computer science by Alan Newell’s (1980) characterization of a physical symbol system. A physical symbol system (hereafter, PSS) is a device that manipulates symbols in accordance with the instructions in its program. Symbols are objects with a dual character: they are both physically realized and have meaning or semantic content. A realization function \( f_R \) maps them to physical state-types of the system. A second mapping, the interpretation function \( f_I \), specifies their meaning by pairing them with objects or properties in a particular domain. A given PSS is type-individuated by the two mappings \( f_R \) and \( f_I \). By this I mean that if either \( f_R \) and \( f_I \) had been different, the device would be a different (type of) computational mechanism.

The concept of a PSS gives precise meaning to two notions central to mainstream cognitive science: computation and representation. A computation is a sequence of physical state transitions that, under the mappings \( f_R \) and \( f_I \), executes some specified task. A representation is an object whose physical/functional and semantic properties are specified by \( f_R \) and \( f_I \), respectively.

A PSS, Newell emphasizes, is a universal machine. Given sufficient, but finite, time and memory it is capable of computing any computable function. These systems have what Fodor & Pylyshyn (1988) have called a ‘classical’ architecture, an architecture that preserves a principled distinction between the system’s representations or data structures and the processes defined over them.

The physical symbol systems hypothesis is the idea that the mind is a specific sort of computer, namely, a device that manipulates (writes, retrieves, stores, etc.) strings of symbols. The PSS hypothesis is a version of strong linguistic representationalism, the idea that representational mental states—paradigmatically, beliefs, desires, and the other propositional attitudes—are functionally characterizable relations to internal representations with syntactic and semantic properties.

It is not hard to understand the attraction of the PSS hypothesis for philosophers of mind and psychology. Proponents of strong linguistic representationalism such as Fodor (1975, 1981, 1987) and Pylyshyn (1984) have hoped that computational models of cognitive processes will eventually mesh with and provide a scientific explanation of our commonsense explanatory practices. These practices appeal to content-specific beliefs and desires. For example, it is my belief that there is beer in the refrigerator, together with a content-appropriate desire (to drink a beer, or perhaps just to drink something cold), that explains my going to the kitchen and getting a beer. Appealing to my belief that there is beer at the local bar or my desire to win the lottery fails to provide any explanation of my beer-fetching behavior. Moreover, this behavior is rational just to the extent that it is caused by content-appropriate beliefs and desires. Similarly, according to PSS-inspired strong linguistic representationalism, computational explanations of behavior will...
appeal to the contents of the symbol strings, or internal representations, the manipulations of which are the causes of our intelligent behavior. But these operations themselves respect what Fodor (1980) has dubbed the ‘formality condition’—they are sensitive only to formal (i.e. non-semantic) properties of the representations over which they are defined, not to their content.

The formality condition is often glossed by strong linguistic representationalists as the idea that mental representations have their causal roles in virtue of their syntax. As Pylyshyn (1984) puts the point,

For every apparent, functionally relevant distinction there is a corresponding syntactic distinction. Thus, any semantic feature that can conceivably affect behavior must be syntactically encoded at the level of a formal symbol structure. By this means we arrange for a system’s behavior to be describable as responding to the content of its representations—to what is being represented—in a manner compatible with materialism. (Ibid., p. 74)

The idea of syntax and semantics marching in lock-step, to produce mechanical reasoning, is of course the fundamental idea underlying theorem proving in logic.

Let us focus on the role of so-called ‘representational content’ in computational models of cognitive capacities. Computationalists tend to endorse the following claims:

(1) The internal states and structures posited in computational theories of cognition are distally interpreted in such theories; in other words, the domain of the interpretation function $f_I$ is objects and properties of the external world.

(2) The distal objects and properties which determine the representational content of the posited internal states and structures serve to type-individuate a computationally characterized mechanism. In other words, if the states and structures had been assigned different distal contents then it would be a different computational mechanism.

(3) The relation between the posited internal states and structures and the distal objects and properties to which they are mapped (by $f_I$)—what we might call the Representation Relation—is a substantive, naturalistically specifiable (perhaps a causal or teleological) relation.$^1$

I shall call this package of commitments the Essential Distal Content View. I shall argue that the Essential Distal Content View is false. It fundamentally misconstrues both the nature of the interpretation function $f_I$ and the role of so-called ‘representational content’ in computational accounts of cognition.

2. The Chomskian challenge to the standard view

Noam Chomsky has argued in recent work that the so-called ‘representational’ states invoked in accounts of our cognitive capacities are not genuinely representational, that they are not about some represented distal objects or properties. Discussing Shimon Ullman’s (1979) work on visual perception he says,

There is no meaningful question about the ‘content’ of the internal representations of a person seeing a cube under the conditions of the experiments…or about the content of a frog’s ‘representation of’ a fly or of a moving dot in the standard experimental studies of frog vision. No notion like ‘content’, or ‘representation of’, figures within the theory, so there are no answers to be given as to their nature. The same is true when Marr writes that he is studying vision as ‘a mapping from one representation to another…’ (Marr 1982, p. 31)—where ‘representation’ is not to be understood relationally, as ‘representation of’. (Chomsky, 1995, pp. 52–53)

The idea that ‘representation’ should, in certain contexts, not be understood relationally, as in ‘representation of $x$', but rather as specifying a monadic property, as in ‘$x$-type representation', can be traced to Goodman (1968).$^2$ So understood, the individuating condition of a given internal structure is not its relation to an ‘intentional object’, there being no such thing according to Chomsky, but rather its role in cognitive processing. Reference to what looks to be an intentional object is simply a convenient way of type-identifying structures with the same role in computational processing.

The point applies as well to the study of the processes underlying linguistic capacities:

...here too we need not ponder what is represented, seeking some objective construction from sounds or things. The representations are postulated mental entities, to be understood in the manner of a mental image of a rotating cube, whether the consequence of tachistoscopic presentations or of a real rotating cube or of stimulation of the retina in some other way, or imagined, for that matter. Accessed by performance systems, the internal representations of language enter into interpretation, thought, and action, but there is no reason to seek any other relation to the world. (Chomsky 1995, p. 53)

Chomsky rejects the idea that intentional attribution—the positing of a domain of objects or properties to which internal structures stand in a meaning or reference relation—plays any explanatory role in cognitive science. Intentional construals of David Marr’s (1982) theory of vision, such as Burge (1986), Chomsky claims, are simply a misreading, based on conflating the theory proper with its informal presentation. As Chomsky puts it, ‘The theory itself has no place for the [intentional] concepts that enter into the informal presentation, intended for general motivation’ (Chomsky 1995, p. 55).

Chomsky himself has not spelled the argument out explicitly, though the motivation for his recent anti-representationalism is not hard to find.$^3$ As theories of our perceptual and linguistic capacities have become increasingly removed from commonsense, it becomes quite forced to say that the subject knows or believes, say, the rigidity assumption (Ullman, 1979) or the minimal link condition (Chomsky, 1995). Chomsky (1975) was willing to say that subjects ‘cognize’ the principles posited in cognitive theories, but these contents—that objects are rigid in translation or that derivations with shorter links are preferred over derivations with longer links—do not look like the sorts of things that subjects could plausibly be said to know, believe, etc. Unlike the contents of typical propositional attitudes, they are not inferentially promiscuous, not accessible to consciousness, and so on.

It is particularly unclear what independent objects, if any, the structures posited in accounts of our linguistic capacities represent. Among the candidates are elements of the public language,$^4$ elements of the speaker’s idiolect, or, as Georges Rey (2003a,b, 2005) has recently suggested, linguistic entities such as nouns, verb

---


$^2$ Goodman claims that the location ‘representation of Pickwick’ is syntactically ambiguous. On one reading it has the logical form of a one-place ‘fused’ predicate—‘Pickwick-representation’—where ‘Pickwick’ is, in Quine’s (1960) terminology, ‘syncategorematic’. Chomsky is not committed to this syntactic thesis; he does claim that locations of the form ‘representation of $x$’ are semantically ambiguous.

$^3$ Though see Collins (2007) for the view that Chomsky has always been an anti-representationalist.

$^4$ Chomsky himself is skeptical of the notion of a ‘shared public language’. See the papers in Chomsky (2000).
phrases, phonemes, and so on—which Rey calls ‘standard linguistic entities’ (SLEs). SLEs, Rey argues, are to be understood as ‘intentional inexistents’, objects of thought, like Zeus or Hamlet, that don’t exist. Discussion of the merits and demerits of these various proposals is beyond the scope of the present paper. Chomsky, for his part, rejects them all, insisting that talk of represented objects is intended simply for informal exposition and plays no genuine explanatory role in the theory.

Chomsky is, in effect, a methodological eliminativist about representational content. He denies that the internal structures posited in computational theories are distally interpreted as representations of external objects and properties (i.e. Claim 1 of the Essential Distal Content View), and hence that computational mechanisms are type-individuated by a domain of external objects and properties (Claim 2). Any reference to such a domain in computational accounts, he claims, is merely ‘informal presentation, intended for general motivation’.

In what follows I shall spell out a view of representation in computational cognitive theories according to which Chomsky is correct in rejecting the Essential Distal Content View, but nonetheless wrong in denying to representational content a genuine explanatory role. Chomsky’s view fails to make clear the role played by the interpretation function or taxonomy. The canonical description is given by the characterization that is decisive for settling questions of type-individuation or taxonomy. The canonical description is given by the interpretation function \( f \); the canonical description is therefore a semantic characterization. But the important point is that the canonical description of the function computed by a computationally characterized mechanism is a mathematical description. A couple of examples illustrate the point.

**Marr (1982)** describes a component of early visual processing responsible for the initial filtering of the retinal image. Although there are many ways to informally describe what the filter does, Marr is careful to point out that the theoretically important characterization, from a computational point of view, is a mathematical description: the device computes the Laplacean convolved with the Gaussian (ibid., p. 337). As it happens, it takes as input light intensity values at points in the retinal image, and calculates the rate of change of intensity over the image. But this *distal* characterization of the task is, as Chomsky might put it, an ‘informal’ description, intended only for general motivation. *Qua* computational device, it does not matter that input values represent light intensities and output values the rate of change of light intensity. The computational theory characterizes the visual filter as a member of a well understood class of mathematical devices that have nothing essentially to do with the transduction of light.

The second and third levels of Marr’s explanatory hierarchy describe, respectively, a representation and algorithm for computing the specified functions, and the circuitry or neural hardware that implements the computation. Marr’s account of early visual processing posits primitive symbol tokens—edges, bars, blobs, terminations, and discontinuities—and selection and grouping processes defined over them. It is at this second level that the theory posits symbol structures or representations, and processes defined over them. These symbol structures (edges, bars, blobs, etc.) and the processes that operate on them are type-individuated by the mapping \( f_0 \), which characterizes them at the level of physical states and processes, independent of the cognitive capacities that they subserve.

The second example, from a different cognitive domain, is Shadmehr and Wise’s (2005) computational theory of motor control. Consider a simple task involving object manipulation (see Figure 1). A subject is seated at a table with eyes fixated ahead. The hand or end effector (ee) is located at Xee, and the target object (t) at Xt. The problem is simply how to move the hand to grasp the object. There are an infinite number of trajectories from the hand’s starting location Xee to the target at Xt. But for most reaching and pointing movements, the hand moves along just one of these trajectories: it typically moves along a straight path with a smooth velocity. Shadmehr and Wise describe one way in which the task might be accomplished.

The overall problem can be broken down into a number of subproblems. The first problem is *how does the brain compute the location of the hand?* Forward kinematics involves computing the location of the hand (Xee) in visual coordinates from proprioceptive information from the arm, neck, and eye muscles, and information about the angles of the shoulder and elbow joints. Informally, this process coordinates the way the hand looks to the subject with the way it feels. The brain also has to compute the location of the target (Xt), using retinal information and information about eye and head orientation.

The second problem, computing a plan of movement, involves computing the *difference* vector, that is, the displacement of the hand from its current location to the target’s location. But this ‘high level’ plan specifies a displacement of the hand in visual coordinates. This visually oriented plan has to be transformed into a specification of the joint rotations and muscle forces required to effect the displacement. So, the third problem, involving the computation of *inverse kinematics and dynamics*, is how the high level motor

---

5 It is consistent with Chomsky’s stated views that there is a substantive, naturalistically specifiable relation between posited structures and distal objects and properties (Claim 2), though Chomsky himself would reject such speculation as a manifestation of ‘methodological dualism’, the idea that the study of mind and language, unlike scientific inquiry in other domains (which is allowed to be self-policing), should be held to independent, ‘philosophical’ standards.

plan, corresponding to a difference vector, is transformed into joint angle changes and force commands. Reaching and pointing movements involve continuous monitoring of target and hand location, with the goal of reducing the difference vector to zero. There are a number of complicating factors. Incidental eye and head movements require continuous updating of the situation. Deceleration of the hand should be smooth, to avoid knocking over the target.

Summarizing, the account decomposes the overall task into three computations, and specifies the function computed in each in precise mathematical terms:

1. \( f(t) = X_{ac}, \) forward kinematics, the computation of hand location, in eye-centered coordinates, from proprioceentric information and information about joint angles;

2. \( X_t - X_{ce} = X_{dv}, \) the difference vector, the difference between the target location and initial hand position in eye-centered coordinates; and

3. \( f(X_{ac}) = \Delta \theta, \) inverse kinematics, the computation from the high-level movement plan, in eye-centered coordinates, to a required change of joint angles.

The motor control mechanism characterized by Shadmehr and Wise is not a physical symbol system; its operations are not interpreted in the account as manipulations of symbols. Nor does the account of the mechanism’s implementation decompose neatly into representation and algorithm (Marr’s level 2) and neural realization (Marr’s level 3). Rather, the three computations that constitute the motor control mechanism are characterized as analog processes and realized in neural networks in the posterior parietal cortex, the premotor cortex, and the primary motor cortex respectively. The details need not concern us here.

The important point is that in both examples the canonical description of the task executed by the device, the function(s) computed, is a mathematical description. As noted above, this description characterizes the mechanism as a member of a well understood class of mathematical devices. A crucial feature of this characterization is that it is ‘environment neutral’: the task is characterized in terms that prescind from the environment in which the mechanism is normally deployed. The mechanism described by Marr computes the Laplacian of the Gaussian whether it is part of the posterior parietal cortex or the prefrontal cortex, and the latter plays an individuative role. The cognitive characterization is essentially a gloss view holds, but rather mathematical objects. The interpretation maps the states and structures to a domain of abstracta, hence the specified relation is not regarded, in the theory, as a Naturalistic relation (as claim 3 holds). It cannot be a causal relation, since abstracta have no causal powers.

If this account is correct, then what should we make of the idea that visual states represent such visible distal properties as depth and surface orientation, and motor control states represent hand location and shoulder angle? Are such distal contents explanatorily idle, as Chomsky claims? And if they aid in ‘general motivation’, how precisely do they do that?

Ordinary, distal, representational contents serve several important explanatory functions. The questions that antecedently define a psychological theory’s domain are usually couched in intentional terms. For example, we want a theory of vision to tell us, among other things, how the visual system can detect three-dimensional distal structures from information contained in two-dimensional images. A characterization of the postulated computational processes in terms of distal objects and properties enables the theory to answer these questions. This characterization tells us that states of the system co-vary, in the normal environment, with changes in depth and surface orientation. It is only under an interpretation of some of the states of the system as representations of depth and surface orientation that the processes given a mathematical characterization by a computational theory are revealed as vision. Thus, content ascription plays a crucial explanatory role: it is necessary to explain how the operation of a mathematically characterized process constitutes the exercise of a cognitive capacity in the environment in which the process is normally deployed. The device would compute the same mathematical function in any environment, but only in some environments would its doing so enable the organism to see.

This is the most important function of representational content. Because the ascription of distal contents is necessary to explain how a computational process constitutes the exercise of a cognitive capacity in a particular context, I shall call the interpretation that enables the assignment of such distal contents the cognitive interpretation. The cognitive interpretation is to be sharply distinguished from the mathematical interpretation specified by \( f_c \). Only the latter plays an individuative role.

To recap: When the computational characterization is accompanied by an appropriate cognitive interpretation, in terms of distal objects and properties, we can see how the mechanism that computes a certain mathematical function can, in a particular context, subserve a cognitive function such as vision or reaching and pointing. So when the input states of the Marrian filter are described as representing light intensities and the output states changes of light intensity over the image, we can see the how this mechanism enables the subject to detect significant boundaries in the scene. When the input states of the mechanism that computes inverse kinematics are described as representing displacement in visual space and the output states changes in joint angles we can see the role that the mechanism plays in the subject’s successfully grasping the target object.

The account presented here draws a sharp distinction between the computational theory proper—the mathematical description made available by the mapping \( f_c \) which (along with \( f_c \)) type-individuates the mechanism—and the distal characterization that accompanies it and explains the contribution of the abstractly characterized mechanism to the larger cognitive life of the organism. We can also understand how representational content, while not type-individuating computational mechanisms, can, as Chomsky puts it, provide ‘general motivation’ for the theory.

The cognitive characterization is essentially a gloss on the more precise account of the mechanism provided by the computational theory. It forms a bridge between the abstract, mathematical
characterization that constitutes the explanatory core of the theory and the intentionally characterized pre-theoretic explananda that define the theory’s cognitive domain. Unless the processes and/or structures given a precise mathematical specification in the theory are construed, under interpretation, as representations of such distal properties as edges, or joint angles, the account will be unable to address the questions that motivated the search for a computational theory in the first place, such questions as how are we able to see the three-dimensional structure of the scene from two dimensional images?, or how are we able to move our hand to grasp an object in sight?

To call the cognitive characterization a ‘gloss’ is not to suggest that the ascription of representational content is unprincipled. The posited states and structures are not interpretable as representations of distal visible properties (as, say, object boundaries, or depth or surface orientation) unless they co-vary with tokenings of these properties in the subject’s immediate environment. It would be a mistake, though, to conclude that the structures posited in computational vision theories must (even in the gloss) represent their normal distal cause, and to find in these accounts support for a causal or information-theoretic theory of content. Some structures—zero-crossings in Marr’s account, for example—may be interpreted as representations of proximal features, in particular, as discontinuities in the image. The ascription of content is sometimes driven by purely expository considerations, such as allowing us to keep track of what the process is doing at points in the processing where the theory posits structures that do not correlate neatly with a salient distal property tokening. Even within a single content assignment (cognitive interpretation), no single, privileged relation is assumed to hold between posited structures and the elements to which they are mapped. The choice of a cognitive gloss is governed by explanatory considerations, which we can, following Chomsky, characterize as ‘informal motivation’.

An implication of the foregoing account of the role of representational content in computational models is that cognitive science has no need for a Naturalistic Semantics—the specification of non-intentional and non-semantic sufficient conditions for a mental state’s having the meaning it does. Whatever the philosophical interest of such an account, it would hold little interest for the computational cognitive theorist. As the example in the next section illustrates, there is no reason to think that there are naturalistic sufficient conditions for the assignment of representational content. Rather, the choice of a cognitive interpretation will typically depend on a variety of pragmatic considerations.

4. Cognitive interpretation as gloss: an illustration

That a cognitive interpretation is a gloss may not be obvious if we consider only the normal case, so I will use a fanciful example to illustrate the point. Whether a computationally characterized device succeeds in computing, say, the depth of objects and surfaces in the scene from information about the disparity of points in the retinal image depends on whether its internal states co-vary with changes of depth in the environment. This requires a certain fit between the mechanism and the world. In the actual world, the fit is a product of natural selection. Let us call a computational visual mechanism adapted to the terrestrial environment ‘Visua’ and the distal property it tracks—changes of depth—’C1’.

A given computational mechanism would not enhance fitness in every environment. Being an adaptation is a contingent property of a computationally characterized system. We can imagine a duplicate of Visua, Twin Visua, appearing spontaneously (perhaps by random mutation) in a world to which it is not adapted. Imagine that the counterfactual world, E2, is different enough from the actual world that Twin Visua’s states track some distal property other than changes in depth. Call this property ‘C2’. Since Visua and Twin Visua are physical duplicates, the two mechanisms have the same discriminative and recognitional capacities. Visua would track C2 if it were transported to E2. Twin Visua will contribute to the fitness of the organism containing it only if C2 is a useful property to track or represent in E2. C2 is some function of surfaces, local light, and local optical laws, but tracking C2 might not allow the organism containing Twin Visua to recover what is where in the scene. If it does not then we might conclude that it is inappropriate to call Twin Visua a visual mechanism.

The important question for present purposes is what do Visua’s and Twin Visua’s internal states represent? It is natural to say that Visua represents C1—changes of depth. It is in virtue of tracking changes in depth in the scene that Visua contributes to the organism’s successful interaction with its environment. Perhaps it is also natural to say that Twin Visua represents the distinct property C2. In any case, it would be odd to say that Visua represents some more general property C3 that subsumes both changes of depth (C1) and the strange and (from the terrestrial perspective) unnatural property C2.7 In other words, there is a clear rationale for attributing to Visua and Twin Visua distinct, environment-specific contents that make apparent the contribution of the mechanism to the success of the organism in its normal environment, rather than an unprepossessing more general content that does not.

To summarize: Visua and Twin-Visua are type-identical computational mechanisms. The computational characterization that specifies the mechanism’s basic causal operations (i.e. the mapping f) and characterizes in precise terms the mathematical function(s) it computes (i.e. the mapping f in this environment-general characterization allows us to predict and explain how a mechanism would behave in counterfactual worlds. But it doesn’t tell us what, if anything, the mechanism would represent in other environments. The content-determining correlations are those that obtain between states of the device and property tokenings in the local environment. The correlations that obtain in counterfactual environments, where the objects, properties, and laws may be quite different, are not relevant to what I am calling the ‘cognitive interpretation’ of the mechanism.

I claimed above that it is natural to ascribe environment-specific contents to cognitive mechanisms. The reason is not hard to find. The questions that antecedently or pre-theoretically define a cognitive theory’s domain are typically framed in terms that presuppose the organism’s success in its normal environment. We want to know how the organism can recover the depth and orientation of the objects in the scene from information in two-dimensional retinal images. The theorist of cognition typically sets out to answer questions that are already framed in environment-specific terms. If the mechanism’s states are interpreted as representing

---

7 See Dretske (1981) and Fodor (1990) for examples of information-theoretic accounts of content.
8 See n. 2.
9 This is an adaptation of an example from Segal (1989). Segal would not endorse the conclusions I draw from my use of the example.
10 If Twin Visua is not a visual mechanism, then Visua is a visual mechanism only contingently. Since the cognitive interpretation of a computational mechanism is not an essential component of a computational account (in the sense that a different cognitive interpretation may appropriately describe the mechanism in a different context) computational mechanisms are cognitive mechanisms—they subserve particular cognitive functions—only contingently.
11 This is what Segal would say (see Segal, 1989, 1991). A content internalist could claim that Twin Visua represents C1, but this seems unmotivated, since Twin Visua’s states may never co-vary with C1 in E2. E2 is not a world where Twin Visua (or Visua, for that matter) sees depth.
depth and orientation, rather than more general properties determined by correlations that obtain in counterfactual environments, then the theory is poised to answer these questions.

The cognitive interpretation of a computational mechanism can be responsive to these explanatory and pragmatic considerations, addressing the questions that initially motivated the search for and development of the theory, only because the computational characterization given by \( f_R \) and \( f_I \) provides an environment-independent characterization of the device. As noted above, this characterization provides the basis for predicting and explaining its behavior in any environment. The cognitive interpretation can serve our more parochial interests, most importantly, explaining the cognitive tasks that are typically characterized in terms that presuppose the device's success in its local environment.

Let us return to Visua and Twin Visua. Suppose now that the property tracked by Twin Visua in \( E_2 \)—property \( C_2 \)—is a useful property for an organism in \( E_2 \) to detect. Twin Visua therefore contributes to the fitness of the organism containing it. Imagine that an enthusiastic editor on earth (\( E_1 \), always on the lookout for new markets, asks the theorist responsible for characterizing Visua to produce a textbook that could be marketed and sold in both \( E_1 \) and \( E_2 \). Since Visua and Twin Visua are computationally identical mechanisms—the mappings \( f_R \) and \( f_I \) that characterize Visua will apply to Twin Visua as well—the theorist needs only to produce a single cognitive interpretation that specifies what this formally characterized mechanism will represent in \( E_1 \) and \( E_2 \). Since the mechanism does not track \( C_1 \) in \( E_2 \) or \( C_2 \) in \( E_1 \), neither \( C_1 \) nor \( C_2 \) are plausible candidates for the content. Rather, a cognitive interpretation appropriate to both worlds would take the mechanism to represent some more general property \( C_3 \) that subsumes both \( C_1 \) and \( C_2 \).

It is worth noting that the content \( C_3 \) is not a narrow content; it does not supervene on intrinsic properties of the subject and is not shared by all physical duplicates. The new cognitive interpretation specifies what the mechanism represents in \( E_1 \) and \( E_2 \), but not what a physically indistinguishable mechanism might represent in some third environment \( E_3 \). (This follows by an iteration of the reasoning above.) While nonetheless wide or broad, \( C_3 \) is, in a sense, narrower than either \( C_1 \) or \( C_2 \). \( C_3 \) prescinds from the environmental differences between \( E_1 \) and \( E_2 \). The explanatory interests served by the new interpretation are less local, less parochial, than those served by the original interpretation, which was designed to address questions posed in vocabulary appropriate to earth. Whereas the old cognitive interpretation enabled the theory to address such pre-theoretic questions as 'how is the organism able to recover the depth of objects in the scene' by positing representations of depth, the new interpretation provides the basis for answering this question and an analogous question framed in vocabulary appropriate to \( E_2 \)—'how is the organism able to recover information about \( C_2 \)?'—by positing representations of the more general distal property \( C_3 \), and supplying auxiliary assumptions about how \( C_3 \) is related to the locally instantiated properties \( C_1 \) and \( C_2 \).

As it happened, the over-eager editor was somewhat surprised that sales on earth of the new inter-planetary textbook fell off rather sharply from the first edition, designed solely for the local market. Besides introducing a new vocabulary containing such unfamiliar predicates as '\( C_3 \)', the new edition required cumbersome appendices appropriate to each world, explaining how to recover answers to questions about the organism's capacities in its local environment, questions that motivated the search for an explanatory theory in the first place. Readers complained that the new edition was much less 'user-friendly'.

The editor was therefore dissuaded from her original idea of commissioning an intergalactic version of the text, which would provide a genuinely narrow cognitive interpretation that would specify what Visua would represent in any environment. She came to realize that a distal interpretation of a computationally characterized process is primarily a gloss that allows a theory to address local explanatory interests. Any gloss that shows that the theory is doing its job will be couched in a vocabulary that is perspicuous for the local audience with these interests. An important moral here is that a truly intergalactic computational cognitive science would not be representational in the following sense: it is not likely to assign anything that looks remotely like ordinary representational content.

5. Concluding remarks

The view sketched here occupies an intermediate position between the Essential Distal Content view endorsed by most computationalists on the one hand, and the content eliminativism favored by Chomsky (1995), Stich (1983), and Piccinini (2008), on the other. I argue for a modest yet nonetheless crucial role for representational content in computational models. The role is modest because representational content—the content specified by what I am calling the 'cognitive interpretation'—is not part of the individuating apparatus of the computational theory. The theory itself comprises the two mappings \( f_R \) and \( f_I \) which together specify the physical realization of a mechanism that computes a particular mathematical function. But representational content, on this view, is a crucial component of what I am calling the 'explanatory gloss' on the theory. A representational gloss is necessary for the theory to yield explanations of the cognitive phenomena that form its explanatory domain.

In support of the claim that representational content is not part of the individuating apparatus of a computational theory, but rather the pragmatically motivated gloss, let me point to several attractive consequences of cutting things up this way. In the first place, doing so maximizes the generality and explanatory power of computational theories. Individuating the process or mechanism abstractly, in terms of the mathematical function computed—independently of the cognitive task the mechanism serves in particular environments—provides the basis for predicting and explaining its behavior in a wide range of environments. By characterizing a mechanism as computing, say, a fast Fourier transform, the theory specifies a capacity that can subserve a variety of cognitive tasks in different contexts. Computationally characterized mechanisms, on this view, are multi-purpose tools. Moreover, for any given cognitive task, say, computing depth from disparity, the computational characterization provides the basis for explaining why the mechanism succeeds in computing depth in the normal environment but would fail if the environment were different in specifiable ways.

A second (related) virtue of taking the mathematical interpretation, rather than the cognitive interpretation which specifies representational content, to be decisive for computational individuation is that a mathematical characterization of the mechanism advances our understanding of the mechanism by subsuming it under a description that we independently understand. We have an

---

12 \( C_3 \) may be understood as the disjunction of \( C_1 \) and \( C_2 \), or as a determinable that has \( C_1 \) and \( C_2 \) as determinates. In any case, it is a distal content.

13 Instead the editor commissioned an environment-specific cognitive interpretation for each world, to accompany the environment-neutral account of the mechanism provided by \( f_R \) and \( f_I \).

14 So it should be clear that I am not identifying the theory with either a mathematical proposition or an uninterpreted formalism. The theory characterizes the device as a physically realized computer.
independent understanding of such mathematical processes as vector subtraction, Fourier transforms, and so on. This view emphasizes the fact that computational theorists have a particular set of tools—mathematical functions—and that the distinctive contribution of a computational account is the successful application of these tools to a cognitive domain.

Thirdly, construing representational content as part of a pragmatically motivated gloss removes the temptation to think that these contents must be naturalized. This is a good thing, since attention to the way that computational theories are developed and articulated, and to the representational contents that are ascribed in cognitive interpretations, reveals that the content ascription is something of a grab-bag. As noted above, while content ascription always requires empirical justification—typically by reference to the tokening of some salient distal property in the subject’s normal environment—pragmatic considerations that depend on the kind of explanations we want the theory to yield also play an ineliminable role in the choice of content. While there might be a naturalistic representation relation, it is not part of computational theorizing that there must be.15
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15 What about mathematical contents, which, I claim, are part of the individuative apparatus of the theory? I know of no serious proposals for the naturalization of mathematical content, that is, plausible physicalistic sufficient conditions for a mental state or structure’s having a mathematical content (e.g. a subject’s believing that 2 + 2 = 4), but also no good reason to think that the ascription of mathematical content in the sciences must await such an account. It is worth noting that content eliminativists such as Chomsky, Stich, and Piccinini do not eschew content because of worries about its naturalization, so they would not object to mathematical content on this ground.